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EXPERIENCE OF USING THE PERPLEXITY AI-POWERED
ANSWERING SYSTEM FOR EDUCATIONAL CONTENT GENERATION

Po3pobneHHA HaBYaIbHUX MaTepianiB A41A KypCiB, WO BMKAAAAOTb Y 3aKN1afax BULLLOT OCBITH, € TPY-
OOMICTKMM MPOLECOM, AKUI 3aiMMA€e 3HAYHY YaCTMHY Yacy BUKNAZauiB. 3i CTPIMKMM PO3BUTKOM iHCTPYMEH-
TiB reHepau,ii TeKCTY 32 4ONOMOrOI0 WTYYHOTO iHTENEKTY Y BUKNAAauiB 3'ABMAACA MOXKAMBICTb NiABULWMNTH
edeKTMBHICTb i NPUCKOPUTU Liel npoLiec.

MeTolo A0CNiAMKEHHA € aHai3 MOXKAMBOCTEN | 0cobamnBOCTeN BEBMNOLWYKOBOT cMcTeMM, NOBYyA0BaHOT
Ha Be/INKiN MoBHilt mogeni Perplexity Al, 3315 CTBOPEHHS TEOPETUYHOIO MaTepiany A0 NeKLil | TeCToBUX
3aBAaHb 33 LM MaTepiaiom.

Y Mexax A0CNiAKeHHA peani3oBaHO Taki 3aBAaHHA: BU3HAYeHHA QYHKLiOHaNbHMUX MOXAMBOCTEN i
ocobamnsocteit Perplexity Al, onucaHnx 4OCNiAHUKAMUM LbOro iHCTPYMEHTY B HayKoBMX NybiKaLiax; aHani3
moxnnsocTel Perplexity Al LLoA0 CTBOPEHHA OCBITHbOrO KOHTEHTY, 30KPEMa TEOPETUYHOTO MaTepiany Ao
JIeKLi Ta TECTOBUX 3aBAaHb A0 HbOTO.

Y pocnigeHHi 3acTocoBaHO MeTo ornsaay nitepaTtypu Ta MeToZ SIKiICHOro aHanisy Bignosige, 3re-
HepoBaHux Perplexity Al. 3a Lonomorot meToay ornaay nitepatypu, NPOBEAEHOIO HA OCHOBI MOLWYKY Y
nBox 6asax gaHux — Scopus i Web of Science, 3giiicHeHo aHani3 HOBITHIX focniaXKeHb i Nybaikauin 3 me-
TOI BM3HAYEHHA MOXK/IMBOCTEN | xapaKTepucTuk Perplexity Al. Y pesynbTaTi npoaHanizoBaHo nepesaru
Ta HEeAO0/IKM LbOro iIHCTPYMEHTY B KOHTEKCTI reHepau,ii TEKCTY Ta HaZaHHA BigNOBiAeN Ha 3aNUTK Kopuc-
TyBauiB.

MeToz sikicHoro aHanisy Bignosigen Perplexity Al 6yB BUKOPUCTAHMN 419 OTPMMAHHA NPaKTUy-
HMUX pe3ynbTaTiB HAa OCHOBI A0CBIAY CTBOPEHHA OCBITHbOrO KOHTEHTY. Y pamKax A0CNiAXKEHHA aBTOPU
po3pobuNM HaBYaNbHUI KOHTEHT 3a gonomoroto Perplexity Al, wo micTue 8 nekuii i3 kypcy «Imepcus-
Hi TexHonorii»  TecToBi 3aBAAaHHA A0 3reHEePOBAHOro TeOpPeTUYHOro matepiany. Hagani 6yno npose-
[EeHO aHani3 peneBaHTHOCTI, TOYHOCTI, Cy4acHOCTi 1 iHPOPMATUBHOCTI MaTepianiB Ha OCHOBI HaZaHMUX
nepwogaxepen.

Micna BukopucTaHHA Perplexity Al ona cTBOpPeHHA OCBITHbOTO KOHTEHTY 3p06/1eHO BUCHOBOK,
Lo AKICTb po3p0o6AEHOro NeKLiltHOro maTepiany Ta TeCTOBUX 3aBAaHb € 3340BiIbHOI 33 YMOBM Mpa-
BWU/JIbHOT 1 AeTanizoBaHoi NobyAoBM 3aNUTIB i3 BUKOPUCTAHHAM MiAKA30K i AKepes, Wo HagaloTbes
Perplexity Al.

Knruoei cnoea: ceHepamusHuli wmy4yHuli iHmenexkm, Perplexity, oceimHili KoHmeHm, suwa ocsi-
ma, nekmopili, mecmosi 3a80aHHA, MOBHI Modesi, iIHcmpymMeHMu Wmy4yHo20 iHmesiekmy.

© K.P. Osadcha, M.V. Osadcha, 2025
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with the publication in 1943 of the work Warren Sturgis McCulloch and Walter Harry

Pitts “A Logical Calculus of the Ideas Immanent in Nervous Activity,” in which a model
of neural networks capable of performing logical operations was proposed [Benitez Rojas, 2024].
Subsequently, these technologies survived several so-called “artificial intelligence winters”
(in the late 1970s and late 1980s), when funding was reduced and interest in Al technologies
decreased due to unrealistic expectations and limited progress [Kaul et al., 2020], and it also
took off when new Al technologies appeared (expert systems, machine learning, deep neural
networks, deep reinforcement learning). In the 21 century, the advent of sensors, big data,
advanced algorithms, and large computing power has led to the development of more complex
Al systems, including generative Al and large language models, leading to a new evolutionary
stage: Al 2.0. Y. Pan considers Al 2.0 a new stage of Al research that “will integrate natural
intelligence and artificial intelligence in order to enhance human intellectual activity, and will be
closely integrated into human life (cross-media and autonomous systems) to the point of being
a part of the human body (hybrid-augmented intelligence)” [Pan, 2016].

The appearance of Al chatbot GPT-3.5 in public access in 2022 and its success and interest
in its capabilities of a wide range of the public [Duarte, 2025] prompted other IT companies to
similar developments. Subsequently, Perplexity Al (2022), Google Bard (2023), currently called
Gemini, Bing Chat (2023), currently Microsoft Copilot, Grok (2023, stable version in 2025), Deep-
Seek (2025), Le Chat (2025), etc. appeared. Demand and competition have led to the emergence
of a variety of generative Al tools.

Wide public attention to generative Al tools, supported by mass media, could not fail to at-
tract the attention of educators. The possibilities described by the developers excited the im-
agination and prompted educators to research generative Al tools with the aim of using them
for educational purposes. If we analyse the number of riddles of the main Al chats in the media
(Fig. 1) and the database of scientific articles Scopus (Fig. 2) and Web of Science (Fig. 3), the most
reports and scientific studies concern the use of Chat GPT and Gemini.

Problem statement. Artificial intelligence technologies appeared in the last century
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Fig. 1. Popularity of famous Al chats worldwide for the period from November 1, 2022 to March 20, 2025
Source: https://trends.google.com/trends/explore?date=2022-11-01%202025-03-20&qg=Chat%20
GPT,Perplexity%20Al,Gemini,Microsoft%20Copilot,DeepSeek&hl=en

It is worth noting that the number of mentions of Al chats in scientific articles in the Scopus
database depends on the emergence of Al chat and its opening to the general public, as well as
popularity among researchers. For example, Chat GPT may have more mentions due to its early
popularization and wide application in various fields of science.
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Fig. 3. The number of documents in the Web of Science that mention known Al chats

A study conducted by the marketing company First Page Sage [Bailyn, 2025], whose team
collected data on the market share of each of the main generative artificial intelligence chatbots
in the US as of March 6, 2025, also proves that ChatGPT ranks first. However, according to the
results of the research [Bailyn, 2025], after ChatGPT, Microsoft Copilot, Google Gemini, Perplexity
Al is the fourth in the market share of Al chats. In addition, its estimated quarterly user growth
will be 10%, which is higher than these chats.

Considering the above, Researching the possibilities of Al chat Perplexity Al seems relevant
to us today, and therefore we posed the following research questions:

Q1. What capabilities and features of Perplexity Al are identified by the researchers of this tool?

Q2. What are the uses of Perplexity Al to develop educational content, in particular
theoretical material for lectures, and what will be the results of this?

Q3. How can Perplexity Al be used to develop test questions for the generated theoretical
material and will the result be satisfactory?

Analysis of the latest research and publications. In the Scopus and Web of Science
scientific databases, we found 45 and 41 articles, respectively, in which the search query
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“Perplexity Al” was mentioned. After removing duplicates, we were left with 66 articles for
analysis, of which 23 had full text in the open access. So, we analysed these articles. They
can be grouped by several topics:

1) research on Perplexity Al search capabilities [Qian & Wu, 2023];

2) assessment of the accuracy, readability, performance, relevance, clarity, and
completeness, and stability of the answers given by chatbots of Perplexity Al [Bir Yiicel et al.,
2024; Carlson et al., 2024; Gotta et al., 2024; Halawani et al., 2024; Podder et al., 2024; Saner et
al., 2024; Uppalapati & Nag, 2024];

3) study of a potential in enhancing spam detection with Perplexity Al [Chataut et al., 2024];

4) determination of the information capabilities of Perplexity Al required for the efficient
use of Generative Al technologies for information requirements of an academic-scientific nature
[da Trindade & de Oliveira, 2024];

5) researchonthe possibilities of Perplexity Al as an effective resource for recommendations
in the field of medicine [Huo et al., 2024; Naseri et al., 2024; Podder et al., 2024];

6) asubtle assessment of Perplexity Al hallucinations as one of the models of GPT [McIntosh
et al., 2024; Vu et al., 2024];

7) analysis of the possibility of Perplexity Al for helping the voice care teams determine the
perceptual level of dysphonia [Saeedi & Aghajanzadeh, 2024];

8) study of current methods for citation or attribution of Perplexity Al [Tilwaniet et al., 2024];

9) determination of the effectiveness of artificial intelligence in specialized sourcing and
academic writing, and locating information within documents [Pizarro, 2024], making literature
reviews using Perplexity Al [Utami et al., 2024].

After a detailed analysis, reading the full-text versions of the articles, it turned out that
4 articles do not correspond to the research question about what capabilities and features
of Perplexity Al are defined by the researchers of this tool (Q1). Based on the articles of
others, we identified the capabilities and features of Perplexity Al, which were researched by
scientists. It should be noted that not all the articles contained such information. However,
we managed to identify some features of this Al chat. In particular, M. Qian and H. Wu
note that Perplexity Al can provide both answers and highly relevant references from the
Internet, provides good answers, reference sources, related questions, and allows the user
to ask follow-up questions. Since the Perplexity Al combines the benefits of large language
models and a large-scale search engine, it performs well on general-purpose knowledge
and reasoning, and fact-based knowledge [Qian & Wu, 2023]. Comparing ChatGPT-4,
Google Bard (Gemini) and Chatsonic, scientists B. Ylicel et al. [Ylcel et al., 2024] positively
note the readability and the stability of the responses by Perplexity Al, and at the same
time emphasize the lowest accuracy of this Al chat. In comparison with ChatGPT, Microsoft
Bing, Anthropic Claude and Google Bard, other scientists [Carlson et al., 2024] note the
low accuracy and readability of Perplexity Al responses. [Huo et al., 2024] also note the
low accuracy and effectiveness of Perplexity Al answers in the field of medicine. Scientists
also note the model’s inconsistent performance across categories, lower resistance to
hallucinations [Mclntosh et al., 2024], and partial use of unreliable sources for citations
such as blog posts or unreliable sources, which limits overall reliability of answers [Tilwaniet
al., 2024]. [Gotta et al., 2024] notes the low performance of Perplexity Al in questions
about radiology examinations, and [Halawani et al., 2024] notes the insufficient readability
of Perplexity Al.

However, the results of the study by [da Trindade, & de Oliveira, 2024] prove that
Perplexity Al compared to ChatGPT presents a more reliable answer with relevant data and
information, synthesizes more reliable and consistent answers / texts, and offers more search
capabilities. Instead, |. Podder talks about the relatively more aligned performance between
these two chatbots [Podder et al., 2024]. A. Naseri notes that Perplexity Al focuses on clarity
and efficiency of responses [Naseri et al., 2024]. R. Chataut et al. notes that the architecture
of Perplexity Al is adept at managing lengthy conversations and texts without a defined token
constraint, and that adaptability enables Perplexity Al to sustain context across prolonged
interactions, rendering it highly suitable for various natural language processing tasks [Chataut
et al., 2024].
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Therefore, it can be concluded that the vast majority of research on the use of Perplexity
Al was conducted in the field of medicine [Saeedi & Aghajanzadeh, 2024; Uppalapati & Nag,
2024; Saner et al., 2024]. In the field of higher education, such studies are not enough, as
[Ghapanchi & Purarjomandlangrudi, 2023] also point out, emphasizing that “there is huge
uncertainty around what Generative Artificial Intelligence mean for universities in terms
of assessments”. This prompted us to explore the possibilities of Perplexity Al for higher
education tasks.

Formulation of the purposes of the article. The development of educational content,
in particular theoretical material for lectures in higher education institutions, and test tasks
for control is a time-consuming process. Research suggests that the time it takes teachers to
develop effective instructional materials may differ between online and face-to-face learning
environments, with online courses often requiring more preparation time due to the need for
additional resources and technology integration [Freeman, 2015]. Based on the practical need
for teachers of higher education institutions to optimize the process of developing educational
content, the purpose of the study consists in analysing the possibilities and features of Perplexity
Al for the development of theoretical material for lectures and test questions for the generated
theoretical material.

Research methods. In order to find answers to the research questions and achieve
the defined goal of the research, we used the literature review method and the method
of qualitative analysis of Perplexity Al answers. Using the literature review method, we
performed an analysis of the latest research and publications, and also answered the first
research question about the capabilities and features of Perplexity Al, which are defined by
the researchers of this tool. To do this, we searched Scopus and Web of Science for the search
term “Perplexity Al”. Then we applied the criteria for inclusion and exclusion of articles from
the literature review (See Table 1).

Table 1
Criteria for inclusion and exclusion of articles from the literature review

Inclusion criteria Inclusion and exclusion criteria

The presence of the search term “Perplexity | Absence of the search term “Perplexity Al” in the title, abstract,
Al” in the title, abstract, keywords keywords, or the article does not have an answer to the
research question

Articles published in the period from 2022 | Articles published until 2022
to 2025 inclusive

Articles, the full text of which is available Articles whose full text is not available

Duplicates

The results of the search in both databases, in which 66 articles were found (Scopus —
45, Web of Science — 41), were imported into the EndNote application, where duplicates
were removed and the full-text versions of the articles were searched. As a result, 19 articles
were analysed, because in 4 articles the answer to the posed research question was not
found, as the content of the articles was not related to the analysis of Al chats at all (See
Fig. 4).

To answer research questions Q2 and Q3, we applied the method of qualitative analysis of
Perplexity Al answers. For this, we used chat requests for the purpose of generating educational
content, in particular, theoretical material for lectures, and developing test questions for the
generated theoretical material. The results of Perplexity Al’s analysis of the responses are
presented below.

Presentation of basic material. Perplexity.aiis a novel conversational search engine combining
OpenAl’s GPT language modelling technology and a large Internet search engine — Microsoft
Bing [Qian & Wu, 2023]. Perplexity Al, designed to handle extensive volumes of information,
are trained using large-scale datasets sourced from the internet and leverage advanced natural
language processing (NLP) techniques to answer queries effectively [Halawani et al., 2024].
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TITLE-ABS-KEY ( “Perplexity AI” ) AND PUBYEAR “Perplexity AI"
> 2022 AND PUBYEAR <2026 |
45 artlicles 41 articles
66 articles
[
Inclusion and exclusion criteria
[
19 Relevant articles
9 10

Fig. 4. Literature review scheme: the results of searching for scientific publications in Scopus
and Web of Science

Perplexity Al, leveraging GPTs such as OpenAl’s GPT-3.5 and Microsoft’s Bing search engine,
presents an innovative approach by providing conversational search capabilities [McIntosh et al.,
2024]. The free version of Perplexity Al allows you to do unlimited basic searches even without
registration. Registration allows you to save search history (Library), customize the platform
interface and use advanced tools for team collaboration (Spaces). Perplexity Al's free plan
includes LLM model selection for an advanced Deep Research query (limited to 3 queries), setting
search sources, and a document download feature. The Pro plan provides access to features
such as more powerful Al functionality, image uploads, and hundreds of queries using Pro Search
and Reasoning [Gomez, 2025]. Currently (April 2025), the following LLM models are available for
selection in Perplexity Al: 1) Best — selects the best model for each query; 2) Sonar — Perplexity’s
fast model; 3) Claude 3.7 Sonnet — Anthropic’s advanced model; 4) GPT-40 — OpenAl’s versatile
model; 5) Gemini 2.0 Flash — Google’s fast model; 6) Grok-2 — xAl’s latest model; 7) R1 1776 —
Perplexity’s unbiased reasoning model; 8) 03-mini — OpenAl’s reasoning model; 9) Claude 3.7
Sonnet Thinking — Anthropic’s reasoning model. The developers suggest choosing the LLM model
depending on the search goals: Sonar, GPT-40, Claude 3.7 or Gemini Flash 2.0 — for detailed
answers with a large number of sources; RI, 03-mini or Claude 3.7 — for complex analytical
questions that require several search steps [Gomez, 2025]. Deep Research mode automatically
selects the optimal combination of models for in-depth research on complex topics. Auto Mode
is used for fast searching, intelligently selecting the most suitable model based on the type of
user request.

As a search source, you can set Web — searching across the entire Internet, Academic —
searching academic papers, or Social — searching for information on social platforms to obtain
user opinions or analyse current discussions.

In the process of working on a request, Perplexity Al can download textual files, including
plain text, code, or PDFs, as well as images. This enables Perplexity Al to access the file’s contents
and maintain contextual awareness for follow-up questions within that Thread. Perplexity Al can
analyse short files completely. Analysing a long file, Perplexity Al extracts the most important
parts to provide the most relevant response to your query [Gomez, 2024].
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To explore the capabilities of Perplexity Al, we used the free version in Auto Mode. First, we made a
request to generate topics for 8 lectures for university students on the course “Immersive Technologies”.
In addition to topics, we asked to develop a plan for each lecture with at least 5 questions and a list of
at least 10 questions for self-examination. As a result, we received such a list in one chat reply. Further,
in the process of working on the development of content for each lecture, we changed some topics and
questions of the lectures (See Table 2). So, in some lectures, the question has been changed (lecture 6),
and in others, such as lectures 5, 7 and 8, the content has been completely changed.

Table 2

Lecture content suggested by Perplexity Al and final lecture content with changes

Perplexity Al proposal

Changes made

Lecture 1: Introduction to immersive technologies
Definition of immersive technologies. The history of
the development of immersive technologies. Types of
immersive technologies: virtual, augmented and mixed
reality. Key characteristics of immersive technologies.
Application of immersive technologies in various fields.

Lecture 1: Introduction to immersive technologies
Definition of immersive technologies. The history

of the development of immersive technologies. Key
characteristics of immersive technologies. Ethical
issues of implementation of immersive technologies.
The future of immersive technologies.

Lecture 2: Virtual Reality (VR)

Concept of virtual reality. Technical means for creating
VR. Software for developing VR applications. Principles
of designing VR environments. Application of VR in
education and professional training.

Lecture 2: Augmented Reality (AR)

The concept of augmented reality. Tracking and
recognition technologies in AR. AR display devices.
Development of AR applications. Examples of AR
application in various fields. Augmented reality browsers.

Lecture 3: Augmented Reality (AR)

The concept of augmented reality. Tracking and
recognition technologies in AR. AR display devices.
Development of AR applications. Examples of AR
application in various fields.

Lecture 3: Virtual Reality (VR)

Concept of virtual reality. Types of virtual reality.
Technical means for creating VR. Software for
developing VR applications. Principles of designing
VR environments. Application of VR in education and
professional training. The future of virtual reality.

Lecture 4: Mixed Reality (MR)

Mixed reality concept. Technologies for creating MR
environments. Interaction with virtual objects in the
real world. Development of mixed reality applications.
Prospects for the development of MR.

Lecture 4: Mixed Reality (MR)

Mixed reality concept. Technologies for creating
MR environments. Interaction with virtual objects
in the real world. Development of mixed reality
applications. Prospects for the development of MR.

Lecture 5: Immersive technologies in education

The role of immersive technologies in modern education.
Virtual laboratories and simulators. Interactive learning
environments. Gamification of the educational process
using immersive technologies. Evaluation of the
effectiveness of immersive technologies in education.

Lecture 5: Basics of pattern recognition and
software for designing augmented reality
applications

Pattern recognition methods and tasks. OpenCV
library. Graphic libraries. Computer vision
algorithms. Software for designing augmented
reality tools.

Lecture 6: Development of immersive applications

Stages of development of immersive applications.
Choosing a platform and development tools. User
interface design for immersive environments. Optimizing
the performance of immersive applications. Testing and
quality assessment of immersive applications.

Lecture 6: Development of immersive applications
Microsoft Windows Mixed Reality platform.
Exploring Windows Mixed Reality devices. Thinking
differently for mixed reality.

Lecture 7: Immersive technologies in industry and business
Application of VR/AR in design and production. Immersive
technologies in marketing and advertising. Virtual offices
and remote collaboration. Training and professional
development of personnel using immersive technologies.
The economic effect of the introduction of immersive
technologies.

Lecture 7: Immersive technologies in education
The role of immersive technologies in modern
education. Virtual laboratories and simulators.
Technologies for creating specialized educational
VR content.

Lecture 8: The future of immersive technologies

Trends in the development of immersive technologies.
Integration of immersive technologies with other
advanced technologies (Al, IoT). Ethical and social aspects
of using immersive technologies. Problems and challenges
in the development of immersive technologies. Potential
new areas of application of immersive technologies.

Lecture 8: Immersive technologies in industry and
business

Application of VR/AR in design and production.
Immersive technologies in marketing and
advertising. Virtual offices and remote collaboration.
Training and professional development of personnel
using immersive technologies.
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The next step in developing the content for the course was to chat concerning each
question in each lecture. After writing the prompt to generate the text for the lecture
question and receiving the first answer, there was further communication with the chat
to clarify or expand some aspects of the lecture question. For example, the following ad-
ditional questions were used to develop the second question of the first lecture (“Histo-
ry of the development of immersive technologies”): What were the main innovations in
immersive technologies in the 2000s? Which modern companies are leading in the devel-
opment of immersive technologies? etc. So, it has led to developing lectures that partial-
ly used generated content and content from sources that were provided to Perplexity Al
in the responses.

After that, we used the function of uploading files and set a task Perplexity Al to gen-
erate 30 questions of 3 types (multiple choice with one correct answer, true / false, blank
questions) using the downloaded file. The first three queries were implemented using Pro
Search. As a result, we received clearly structured test questions with clearly highlighted
correct answers (See Fig. 5). Test questions for other lectures were generated using the Auto
Mode function, which showed the difference between Pro Search and Auto Mode: in 4 cas-
es out of 5, tests were provided with a list of correct answers at the end, which is very in-
convenient.

After checking the correctness of the test questions, we asked Perplexity Al to format
these test questions in XML format for importing into LMS Moodle (See Fig. 6). In addition,
taking into account the results of Perplexity Al answers in Auto Mode, we improved the
prompt by asking the chat to provide the correct answer immediately after the question
(See Fig. 7).

Hanuwm 30 nuTaHb No Ty MHOXWHHWIA BUBIp 3 0OHiEto BipHOK BiAMOBIAA. TEKCT...

& Pro Search = Sources 1 59 tasks 2

Ocb 30 TecToBMX 3anMTaHb TUMY MHOXUHHOTO BUBOPY Ha OCHOBI Marepiany nekuii:

Yactuha 1: OcHOBHI NOHATTA Ta icTopis AR

1. X7o Bneplue BBIiB TEPMIH "1ONOBHEHA peanbHICT"?
a) IeaH CasepneHn
b) Tom Kopen
¢) CriB MaHH
d) Nyi PoseHbepr

2. Axvia npucTpin 1968 poky BBaXKaeTLCA Nepluo AR-CUCTEMOKD?
a) Microsoft HoloLens
b) Jamoknis meu
¢) Google Glass
d) Oculus Rift

3. XTo cTBOpUB nepLuwmii HocumuiA AR-npucTpii y 1980 poui?
a) Iy PozerbBepr
b) Ctie ManH
¢) Ponanba Asyma
d) Tom Kopen

Fig 5. One example of generating Perplexity Al test questions from the provided file
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Ocb 9K MOXHa 0hOPMUTH TECTOBI NUTaHHA Y dhopmari XML gna imnopty y Moodle:

xml O
<?xml version="1.0" encoding="UTF-8"?>
<quiz>
<!-- [uTaHHa 1 -->
<guestion ="multichoice">
<name>
<text>TEXHOMOrii ANA CTBOPEHHS 3D-MOOENei</text>
</name>
<questiontext ="html">

<text>HKa 3 TEXHOMOTiIA A03BOSISE CTBOPUTWU AETAlNbBHI 3D-MOAENi MPOEKTIB
ONS iHXeHepiB Ta apXiTeKTopiB?</text>

</questiontext>
<answer ="100">

<text>BipTyanbHa peanbHiCTb (VR)</text>
</answer>
<answer ="g">

<text>[JONOBHEHa peanbHICTb (AR)</text>
</answer>
<dnswer ="g">

<text>3MillaHa peanbHICTb (MR)</text>

Fig. 6. Designing test questions in XML format for importing into LMS Moodle

1. 3anoBHeHHA nponyckis (10 3anWTaHk):

1. Big4yTTa thismHHOT NpMCYTHOCTI Ha BiACTaHI, AOCATHYTE LUNSAXOM B3aemofii 3 iHTepdhencom
cucTeMu, BiloMe 5K

2. peankHiCTb Haknaaae UMPOBWIA KOHTEHT Ha pearbHUi CBIT.

=1 peaneHicTb NoegHye enemenT VR Ta AR, goseonsoym urdposum ob'extam

B33EMOLiSITW 3 peanbHUM CBITOM Y PEXVMI peanbHOro Yacy.

4. 3aranbHa Hazea AnAa AR- i VR-TexHonorii - ue

5 € CTaHOM CBIAOMOCTI, KoMK NoAnHA TpaHCchopMYyeE YCBIAOMMNEHHS CBOro (Ri3MHHOro

«S» 3aBAAKU OTOYEHHIO B LUTY4HOMY CepeaoBuLLi.

III. lctTHHO/ XmbHo (10 3anMTaHb):
1. ImepcuBHi TexHonoril 0bMexyThCA NuLLe BipTyansHoK peanbHicTo. (I/X)
2. TakTunbHe 3aHypeHHs NOB'A3aHe 3 PO3YMOBUM BUKITUKOM. (1/X)
3. ImepcuBHi TexHonoril He MaloTk 3aCTOCYBaHHsS B 0XOpoHi 3gopoB's. (I/X)
4. EdpeKTUBHICTb IMEPCUBHWUX TEXHOMOTIA 3aNeXuTs NULLE Bif TeXHIHHMX XapakTepucTuk. (1/X)
5

. CeHcopama noegHysana 3D-Bigeo, 3ByK, 3anaxu Ta Bibpyode kpicno. (1/X)
Fig. 7. Examples of tests generated by Perplexity Al in Auto Mode with a refined query
It should be noted that the lecture material generated by Perplexity Al has been modified

and improved to provide more accurate and complete information for students. Also, the test
questions were changed in some cases, but in general these changes did not exceed 50%.
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Conclusions. Having analysed capabilities and features of Perplexity Al on the basis of academic
articles from the Scopus and Web of Science databases, we can highlight, firstly, the advantages of
this Al chat: providing, in addition to answers, accurate sources and additional questions; ability to
work well with general knowledge, reasoning and evidence-based knowledge; providing a reliable
answer with relevant data and information; offering greater search capabilities; focus on clarity
and efficiency of answers; skill in managing long conversations; maintaining context during long
interactions. Secondly, the following disadvantages of Perplexity Al should be noted: the lowest
accuracy compared to ChatGPT-4, Google Bard (Gemini) and Chatsonic; inconsistent performance
across categories, lower resistance to hallucinations; partial use of unreliable sources for citations
such as blog posts or unreliable sources; low performance and insufficient readability.

To develop educational content, in particular, theoretical material for lectures with the
help of Perplexity Al, you can use flushes in the following sequence: the main prompt with a
request for the generation of a lecture plan, prompts for each question of the lecture with an
emphasis on the style of the text and the use of relevant primary sources, clarifying prompts for
adding or clarifying details to the generated text.

To develop test questions for the generated theoretical material, it was more effective and
convenient to use Pro Search, which allowed to get clear test questions with exact correct answers
in a convenient format. When using Auto Mode, you need to provide more details to get the desired
result. So, in general, we consider the results of the development of lecture material and test
questions for it with the help of Perplexity Al to be satisfactory, even when using the free plan. The
vast majority of the training content was well-structured, relevant, accurate, up-to-date, informative,
and the quality of the information could be verified using the links provided by Perplexity Al. At the
same time, we think it is appropriate to emphasize the correct writing of prompts and the use of
hints and sources provided by Perplexity Al. In the perspective of further research, we believe it is
worthwhile investigating the opinion of students and experts regarding the quality of lecture material
and tests developed with the help of Perplexity Al, and compare it with the use of other Al-chats.
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The development of educational materials for courses taught in higher education institutions
is a labour-intensive process that consumes a significant proportion of academic staff time. With the
advancement of text generation tools powered by artificial intelligence, educators have gained the
opportunity to enhance and accelerate this process.

The purpose of the study is to analyse the capabilities and specific features of the web-based search
engine Perplexity Al, which is built on a large language model, for the development of theoretical lecture
content and test questions based on the generated material.

The study addresses the following objectives: to identify the capabilities and features of Perplexity Al
as described by researchers in academic publications; and to analyse its potential for developing educational
content, particularly theoretical material for lectures and test questions derived from it.

Research methods. The study employs the literature review method and the method of qualitative
analysis of responses generated by Perplexity Al. The literature review was conducted through searches in
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the Scopus and Web of Science databases to analyse recent research and publications in order to identify
the capacities and limitations of Perplexity Al.

As a result of this analysis, the advantages and drawbacks of Perplexity Al in tasks related to text gen-
eration and user queries were identified. The qualitative analysis method was applied to examine practical
outcomes based on hands-on experience using the tool in the process of generating educational content.
For the purpose of this study, the authors developed educational materials with the help of Perplexity Al,
including eight lectures for the course “Immersive Technologies” and accompanying test questions based
on the generated content. The relevance, accuracy, currency, and informativeness of the content were then
analysed using the provided primary sources.

It has been established that the strengths of Perplexity Al include the provision of precise sources and
follow-up questions alongside query responses; effective handling of general knowledge, reasoning, and ev-
idence-based content; reliable responses supported by relevant data; extensive search capabilities; a focus
on clarity and efficiency of answers; the ability to sustain long-form conversations; and maintenance of con-
text in extended interactions. The identified weaknesses of Perplexity Al compared to ChatGPT-4, Google
Bard (Gemini), and Chatsonic include lower accuracy; inconsistent performance across categories; reduced
resistance to hallucinations; occasional use of unreliable sources such as blogs for citations; and issues with
performance and readability.

The study revealed that for the effective development of educational content — particularly theoreti-
cal lecture material — Perplexity Al can be used with prompts following this sequence: an initial prompt re-
questing the generation of a lecture outline; individual prompts for each lecture topic with emphasis on the
text style and the use of appropriate sources; and clarifying prompts to add or refine content within the
generated text.

Conclusions. The development of lecture material and test questions using Perplexity Al can be con-
sidered satisfactory, even within the framework of the free plan. The majority of the generated educational
content was well-structured, relevant, accurate, up-to-date, and informative, with source quality being ver-
ifiable through the hyperlinks provided by the system. Achieving such results requires carefully formulated
prompts and appropriate use of the references and suggestions offered by Perplexity Al.
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